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ABSTRACT

Principal Component Analysis (PCA) has been often used
for HRTF compression and individualization. Most com-
monly, when creating the PCA input matrix, each ear is
handled as an independent observation which essentially
doubles the available observations but also the principal
component weights that need to be calculated in order to
reconstruct the complete dataset. It would therefore be in-
teresting to investigate the extent to which they can be han-
dled jointly when creating the HRTF input matrix. Here,
we explore one way to handle this possibility by comparing
the standard method of handling ears in the PCA input ma-
trix to a variation in which ears are handled jointly. We per-
formed simulations using three different HRTF databases
involving linear and logarithmic HRTF magnitude spec-
trum and calculated the number of components required
to explain 90% variance and the measure of spectral dis-
tortion. Results show that the proposed approach is not as
efficient in terms of the number of components required,
however, spectral distortion is not affected as much with
the alternative representation. Furthermore, the resulting
components provide insight into how the HRTFs of the two
ears are related.

1. INTRODUCTION

Head Related Transfer Functions (HRTFs) are receiving a
lot of interest as they allow designers and engineers to cre-
ate 3D audio using headphones [1]. Several applications
can be found in virtual and augmented reality but also mu-
sic reproduction. HRTFs are specific to individual users
and need to be measured for all positions of interest in
a relatively resource-intensive process [2]. HRTF models
that support individualisation, compact representation, and
transfer are therefore important so that HRTFs can reach
out to all users.

Several compact HRTF models are based on decompos-
ing HRTF sets upon a set of orthogonal basis functions.
The resulting weights (or loadings) can be used for recreat-
ing HRTFs but also for performing interpolation and other
operations. Importantly, such decompositions can also be
used to reduce the dimensionality of HRTF sets and serve
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as a basis for efficient compression, individualization, and
the investigation of numerical and perceptual properties.
Principal Component Analysis (PCA) e.g., [3, 4, 5, 6], the
Spherical Harmonic Transform e.g., [7, 8, 9], but also Inde-
pendent Component Analysis [10] have been used for this
purpose. More recent approaches focus on deep learning
[11].

This article focuses on applying PCA for modelling HRTFs.
Motivated by the fact that HRTFs show certain similarities
across ears it investigates whether both ears can be treated
jointly in PCA. An approach for such joint representation
is proposed and evaluated in comparison to the method
used in the state of the art which treats the HRTF of each
ears as an independent observation. The aim is to inves-
tigate advantages and disadvantages of such a joint repre-
sentation and its potential for application in PCA models
of HRTFs.

2. BACKGROUND

2.1 HRTFs

The head-related impulse response (HRIR) h(θ, φ, t) de-
notes the time domain impulse response for a sound orig-
inating at azimuth θ and elevation φ. The head-related
transfer function (HRTF) H(θ, φ, f ) is the frequency do-
main representation of the HRIR. HRTFs are recorded us-
ing miniature microphones for a subject and source posi-
tion of interest measured at or inside the ear-canal [2]. Fre-
quently, HRTFs are diffuse-field equalized to exclude the
ear canal resonance and measurement system response and
called directional transfer functions (DTFs).

Monaural cues such as spectral peaks and notches in the
magnitude HRTF spectrum colour the sound and are used
for elevation perception and front/back and up/down dis-
crimination [12, 13]. They are typically found between
4 and 16 kHz and are the result of the superposition of
sound entering the ear canal directly with sound entering
after reflection by the outer ear. For example, a prominent
1-octave notch centered between 6 and 11 kHz changes
systematically with the vertical source location [14].

Whereas HRTFs incorporate the effects of the whole body,
pinna-related transfer functions (PRTFs) isolate the contri-
bution of the pinna from the rest of the body. They can be
calculated by applying a 1 ms right window at the begin-
ning of the HRIR signal in order to eliminate reflections by
torso and shoulders [15]. Such functions are helpful when
relating features in the magnitude spectrum to particular
anthropometric dimensions. Spectral features below 3 kHz
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are mainly produced by head diffraction and torso reflec-
tions [16].

2.2 Principal Component Analysis

Principal Component Analysis is normally applied on a
two-dimensional matrix, with columns defining the inde-
pendent variables and rows containing observations. PCA
can be calculated directly using the eigendecomposition of
the sample covariance matrix CY of the observations or
using the Singular Value Decomposition [17]. The sam-
ple covariance matrix CY of a set of observations Y with
M rows of observations and N columns of variables corre-
sponding to a random vector is defined as

CY = YT Y . (1)

CY is as a symmetric, real-valued, square matrix. Y needs
to be centered by subtracting the observation means. The
eigenvectors of the covariance matrix CY are also called
the principal components of Y. Since CY is symmetric, it
is also diagonalizable,

CY = V D V−1 , (2)

with a diagonal matrix D (m × m) containing the eigen-
values of CY and V as an orthonormal eigenvector matrix
including the right eigenvectors as columns.

Eigenvectors and eigenvalues may also be obtained through
the singular value decomposition (SVD), using which Y
can be written as

Y = U S VT , (3)

where U are (m×n) and VT (n×n) orthogonal matrices in-
cluding left and right eigenvectors uk and vk, respectively.
S (n × n) is a diagonal matrix with nonzero non-negative
diagonal elements, so that S = diag(s1, ... , sn), also known
as singular values. Note that

YT Y = (U S VT )T (U S VT ) = V S2 VT , (4)

Consequently, the square root of the eigenvalues of YYT

are the singular values (sk) of Y. The original centered data
Y set can be transformed to the new basis by projecting it
on the eigenvector basis V to obtain the principal compo-
nent weight (PCW) (or score) matrix W which can be used
for reconstruction.

W = Y V and Y = W V−1 (5)

Assuming that the matrix Y has a rank r, it follows that
sk > 0 for 1 ≤ k ≤ r and sk = 0 for (r + 1) ≤ k ≤ n and
one can neglect eigenvalues that are very close to zero to
reduce the dimensionality. Y can thus be approximated by
reducing the number of eigenvectors involved in the recon-
struction.

Yl =

l∑
k=1

uk sk vT
k + Ȳ , (6)

l is commonly chosen by calculating the number of com-
ponents required to explain, say 90%, of the variance. The
variance explained by l components is given by:

var(l) =

∑l
k=1 sk∑N
k=1 sk

· 100 [%] , (7)

where sk is the kth singular value, l is the number of a
particular PC and N is the total number of components.

2.3 Modelling HRTFs using PCA

Head-related transfer function sets are multi-dimensional
and typically include the recorded impulse response for
each subject number, direction of sound incidence, and
ear. To proceed with PCA, the dataset needs to be placed
into a 2D input matrix before calculating principal compo-
nents and associated weights. Subsequently, the number
of required principal components is determined depend-
ing on the application [6, 18, 15]. Most of the studies use
enough components so as 90% of the variance in the data
is explained [19, 3, 16]. Promising results have been ob-
tained when evaluating sound localization with HRTFs that
have been reconstructed with a limited set of components
subject to the aforementioned variance constraint [3, 20,
10]. Principal components obtained from different HTRF
datasets are consistent as long as the number of measure-
ment directions and subjects is reasonable [21]. This in-
variance is more evident for the first 3-5 components ex-
plaining a large amount of variance, as higher order com-
ponents associated with smaller variance reflect specifici-
ties that might not be shared across datasets [22, 3].

In the literature, several approaches into applying PCA
for HRTFs can be found, which vary depending on the do-
main in which ear transfer functions are represented and
the structure of the input matrix. PCA has been applied
on HRIRs [23, 24, 25, 16, 5, 26], minimum-phase HRIRs
[16, 5, 26], and on HRTFs of linear [4, 27] or logarithmic
magnitude [19, 28, 3, 22, 18, 29], or the real and imagi-
nary part of the complex spectrum. Typically, signal bins
are considered as the independent variables, however, more
recently spatial directions have also been used as indepen-
dent variables in what has been called spatial PCA [6].

Few studies have attempted a direct comparison of the
aforementioned approaches. Leung and Carlile [20] in-
vestigated the PCA compression efficiency and suggested
that the optimal format for PCA decomposition in terms of
compression is the linear amplitude form in frequency do-
main. Takane et al [30] extended the work of Liang et al
[31] and compared four data representations: HRIR, com-
plex spectrum HRTF, linear spectral magnitude HRTF, and
log-spectral magnitude HRTF. Sample amplitude (or fre-
quency bin magnitude) appear on input matrix columns
and comparison is done based on explained variance, sig-
nal distortion, and signal-to-distortion ratio using the KE-
MAR HATS database [32]. The results confirmed an ad-
vantage in using representations in the frequency domain
but are somewhat inconclusive otherwise. Marentakis et al
[33] compared different ways to structure the input matrix
using numerical simulations, using three publicly avail-



able HRTF datasets with human subjects. They varied do-
main as in HRIRs with direction-dependent time delays,
minimum-phase HRIRs, and HRTFs using linear or log-
arithmic magnitude and the structure of the PCA input
matrix as in signal and spatial PCA. Simulations also in-
vestigated the extent to which spectral smoothing affected
the results. The results pointed to a relative inefficiency
of representing the transfer functions in the time-domain
as representing transfer functions in the frequency domain
required fewer components to explain 90% of the variance
in the data set and resulted in lower spectral distortion.
However, the improvement in compression efficiency and
spectral distortion was not as marked as long as minimum-
phase HRIRs were used. Signal PCA was more efficient
in terms of the number of components required to rep-
resent 90% of the variance and resulted in lower spec-
tral distortion for the LISTEN and CIPIC databases. For
the ARI database, spectral distortion was still smaller for
signal compared to spatial PCA, however, fewer compo-
nents were required for explaining 90% of the variance in
the dataset for spatial PCA. Finally, linear and logarith-
mic representations resulted in smaller differences and an
advantage for logarithmic representation was observed if
both compression efficiency and signal distortion are con-
sidered, especially if transfer functions are smoothed.

The way the signals from the left and right ears enter the
PCA input matrix has not received much attention in liter-
ature. Sometimes only one ear is modelled and the second
one is considered to be symmetric and its transfer function
is estimated based on the modelled one [16, 5]. Alterna-
tively, it can be attempted to use PCA to explain the vari-
ability across the two ears. This can be done by using the
time/frequency signals from the second ear as observations
in rows [28, 3] in the PCA input matrix.

2.4 Summary and Research Questions

The literature review shows that although certain differ-
ences in constructing the PCA input matrix have been in-
vestigated [20, 30, 33], studies have not focused on how
HRTF measurement pairs from sounds from a single di-
rection at the two ears are handled.

The common approach of including the ears as observa-
tions in the PCA input matrix leads to a different weight
for each ear for each principal component. This leads to a
good precision when modelling HRTFs, it does, however,
double the number of weights that need to be stored but
also adjusted when HRTFs are modified or individualized
using the HRTF model. Our research question is therefore
how it can be made possible to reduce the need to model
ears independently in PCA models applied to HRTFs. The
way we examine this here is quite simple and consists in
including the signal (or spatial) bins of the second ear as
variables in the columns of the PCA input matrix. In this
way, one can adjust the HRTFs of both ears using a sin-
gle weight for each principal component used. Such an
approach has not been investigated earlier. It is therefore
interesting to investigate how well it works for HRTF mod-
elling. However, as the number of columns doubles, this
approach inadvertently increases the variable to observa-

tion ratio and may therefore affect the compression effi-
ciency and spectral distortion associated with the HRTF
base. To examine this possibility, we perform here a num-
ber of simulations in which the two approaches are com-
pared using the number of PCs required to model 90% of
the signal variance and the spectral distortion of the result-
ing reconstructed HRTFs.

3. NUMERICAL EVALUATION

In the evaluation, several parameters were varied jointly
with the way the ears entered in the PCA input matrix: the
HRTF database, the structure of the input matrix, the do-
main in which the signal was represented, and how ears
were handled (the ear mode).

Three open access HRTF databases were used: the Acous-
tics Research Institute (ARI) HRTF database [34], the LIS-
TEN database from the Institut de Recherche et Coordi-
nation Acoustique/Musique [35] and the HRTF database
from the University of California at Davis (CIPIC) [36].
ARI contains HRIRs of 256 samples measured at 1550
sound locations and the first 80 subjects were used here.
CIPIC includes HRIRs of 200 samples from 45 subjects
measured at 1250 sound locations. The LISTEN database
HRIRs of 512 samples from 50 subjects and 187 positions.

HRTFs were represented in the frequency domain and
both the linear and the logarithmic amplitude representa-
tion was used in the simulation. The PCA input matrix was
structured both as is observed in the signal as well as in the
spatial structures described earlier. Finally, ears were han-
dled either as observations (in the rows) or as variables (in
the columns) of the PCA input matrix. The first approach
will be called ear-mode 1 (EM1) and the second ear-mode
2 (EM2).

Compression efficiency was evaluated by examining the
number of components required to explain 90% of the vari-
ance in the input data and by estimating the error in the
reconstruction accuracy of the original HRTF set. HRTF
reconstruction was evaluated in the frequency domain us-
ing the Spectral Distortion (SD). For an arbitrary subject s
and sound incidence from at θ,φ, SD it is calculated by:

SD(s, θ, φ) =

√√√
1
N

N∑
j=1

20 log10
|H(s, θ, φ, f j)|

|Ĥ(s, θ, φ, f j)|

2 (8)

where H(s, θ, φ, f j) and Ĥ(s, θ, φ, f j) are measured and es-
timated HRTF logarithmic magnitudes respectively, and f j

refers to the frequency index, and N is the total number
of frequency bins used in the calculation. The synthesized
signal is more similar to the measured one when a small
SD is obtained. According to [37], the spectral distortion
of a reconstructed HRTF should not be greater than 5.7 dB.
To measure spectral distortion, the number of PCs used in
reconstruction was manipulated from one to all PCs in five
steps and the signal distortion was estimated. Simulations
were performed in MATLAB®.
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Figure 1. The first to third principal components for all three databases for EM1 and EM2 in the signal structure log-HRTF
magnitude for all three HRTF databases as well as the 4th to 6th components for the LISTEN database. Solid lines show
EM2 PCs, dashed lines EM1 PCs and dotted lines repeat EM1 to enable comparison with EM2. PCs for EM2 are twice as
long due to the doubling of columns in the PCA input matrix.
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Figure 2. The number of PCs required to explain 90% of variance for the domains, structures, and ear modes used in the
simulations for the three HRTF databases.

4. RESULTS

The results of the simulation are presented next starting
from some comments on the resulting principal compo-
nents as well as the number of components required to ex-
plain 90% of the input matrix variance and following up
with the spectral distortion results.

4.1 Resulting PCs

In Figure 1, the emerging principal components for the sig-
nal structure log HRTF magnitude can be observed. It can
be seen that the components emerging out of EM2 which
handles ears jointly in the PCA input matrix bear several
similarities but also important differences in comparison
to the components obtained using the traditional EM1 ap-
proach. Quite interesting is the first component that is typ-
ically associated with head shadow. It can be seen that
jointly including ears results in a certain symmetry or mir-
roring of the component for the one ear. This is a con-
sequence of the fact that signal will be louder in the ip-
silateral in comparison to the contralateral ear and would
normally manifest in the principal component weights in
which a similar symmetry would appear to reflect this prop-
erty [21]. We see that forcing PCA to deal with both ears
using a single weight results in incorporating this in the
principal component rather than the loadings. It is also in-
teresting to observe that this appears in all three databases
examined here.

Observing the 2nd principal component we see a simi-
lar tendency. Here, the shape of the principal component
for each ear is similar in the joint EM2 model which is
consistent with the observation that this component encod-
ing contrast between high and low elevation sounds [21].
However, some differences in the shape of the PC appear
compared to the EM1 model. In particular, the magni-
tude of the spectral peaks and notches is smaller. Fur-
thermore, notches and peaks in EM1 become peaks and
notches in EM2 while their center frequencies are some-
what shifted mainly towards lower frequencies. As revers-
ing affects both peaks and notches, it does not represent a
significant difference as it can be resolved easily. A similar
tendency appears for the 3rd component in which the lo-
cation of peaks and notches is shifted and again inversions

appear. Furthermore, the results are relatively consistent
across databases for the first and second components but
less so for the third.

From the fourth component onwards, the differences in
the obtained components between ear modes become more
marked and less easy to explain. Even though an inversion
of the PC for each ear can be observed for the fourth com-
ponent, the location of peaks and notches and their band-
width also changes compared to the EM1 model. Still, one
can observe that EM2 leads to incorporating possible sym-
metries or asymmetries with respect to the ears in the PCA
model basis functions.

These observations also generally also hold for PCs ob-
tained based on the linear HRTF magnitude (not shown
here), However, the agreement between components for
the two ear modes is smaller. The components obtained
for the spatial structure show similar tendencies, however,
they are less clear cut and are not discussed here. Over-
all, it can be seen that EM2 yields principal components
that are reasonable and can relate to physical properties of
sound propagation to the two ears. Without loss of gen-
erality components may be inverted. If this is considered,
the components appear to be relatively consistent across
databases and agree well with the ones obtained for EM1,
especially for lower order.

4.2 Compression Efficiency

By observing Figure 2, it can be seen that the way ears are
treated in the input matrix affects compression efficiency.
For the LISTEN and CIPIC databases, in particular, treat-
ing both ear signals as independent variables (as in EM2)
results in an increase in the number of components re-
quired for explaining 90% of the variance in the dataset.
The increase is bigger when the frequency response is ex-
pressed in dB in comparison to the linear domain and for
the spatial in comparison to the signal structure. The result
is quite the opposite when considering the ARI database as
placing the ears as columns in the PCA input matrix turns
out to result in a decrease in the number of components re-
quired to represent 90% of the variance and this is higher
for the logarithmic compared to the linear domain and for
the signal compared to the spatial structure.
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Figure 3. Spectral Distortion upon reconstruction averaged among subjects, and directions in the conditions examined in
the simulations.

4.3 Spectral Distortion

By observing Figure 3, it can be seen that spectral dis-
tortion results are more complex and depend on whether
HRTFs are represented in the linear or the logarithmic do-
main.

For the linear HRTF magnitude domain, there is a ten-
dency for higher spectral distortion when ears are placed
in the matrix columns as variables (EM2), for all three
databases. However, the difference is highest when the
number of components used to recreate the HRTFs is low
and spectral distortion for the two ear modes becomes quite
similar when the number of components used is increased.
This tendency is most visible for the spatial structure for
which spectral distortion for the two ear modes becomes
very similar as soon as the number of components is in-
creased. These observations are replicated for the three
HRTF databases.

On the other hand, for the logarithmic HRTF magnitude
domain, EM2 tends to result in lower signal distortion for
the spatial structure. Again the difference in spectral dis-
tortion for the two models becomes smaller as the num-
ber of components used to recreate the HRTF dataset is
increased. When the structure is spatial the difference be-
tween the two ear modes is in general quite small. These
observations are replicated for the three HRTF databases.

5. DISCUSSION

Treating both ears in a joint way in the PCA input ma-
trix led to interesting results and viable principal compo-
nents which encoded physical properties of sound propa-

gation to the two ears. Forcing the PCA model to use a
single weight for both ears led to symmetries and asym-
metries due to sound propagation to the two ears to be en-
coded in the principal components themselves rather than
the principal component weights. This is particularly evi-
dent in the case of the first principal component in the sig-
nal structure which models the effect of head shadowing
and is inverted for one ear relative to the other. This allows
modelling the effect of head shadowing as a function of az-
imuth by switching between positive and negative values in
the principal component weights. There was good agree-
ment in the shape of the principal components obtained
from EM1 and EM2 up to the third principal component
after which deviations became noticeable which implies
that different qualitative aspects are encoded in the com-
ponents of higher order. A more detailed investigation is
required to comment on this aspect and to explain the vari-
ations obtained in the spatial PCA structure approach.

The results indicate that EM2 results in plausible com-
ponents with significant explanatory potential which relate
well to the components obtained using EM1. Furthermore,
there were several scenarios in which EM2 provided less
signal distortion without increasing significantly the num-
ber of components required for representing the dataset
with sufficient detail. It appears that this approach is best
suited to HRTF datasets with large number of observa-
tions as this can counteract the doubling of independent
variables required by this approach. As mentioned earlier,
EM2 results in halving the weights that need to be esti-
mated or adjusted for HRTF modelling and individualiza-
tion. Even if slightly fewer components may be necessary
for explaining the same amount of variance as with EM1,



halving the number of weights may be quite significant im-
provement for a number of applications, most notably in-
dividualization. In such a case, adjusting a single weight
results in manipulating the HRTFs of both ears instead of
just one, which is quite important for both numerical and
user controlled applications.

The number of components required to explain 90% of
the variance was lower for EM1 for all configurations sim-
ulated in the LISTEN and CIPIC databases with higher dif-
ferences for the logarithmic domain and the spatial struc-
ture. The situation was reversed for the ARI database for
which compression efficiency was highest for EM2. The
difference in the number of components required to ex-
plain 90% of the variance among the databases used here
was small for signal PCA compared to spatial PCA. This
difference may attributed to the large number of observa-
tions (subjects and spatial directions) in the ARI dataset
compared to the LISTEN and CIPIC datasets which led
to good encoding of components despite the lower vari-
able to observation ratio of the EM2 structure. Concern-
ing spectral distortion, for linear domain an advantage for
EM1 is registered when few components are used to re-
construct the dataset. The difference in spectral distor-
tion becomes smaller as long as more components are em-
ployed in HRTF reconstruction for both the signal and spa-
tial structure. For the logarithmic domain, an advantage for
EM2 is registered which again becomes smaller as long as
the number of components used in the reconstruction of
HRTFs is increased.

6. CONCLUSION

We presented a study that compared a novel approach for
incorporating jointly data from both ears in the PCA input
matrix to that standard approach of treating the two ears as
independent observations. The comparison was done for
HRTFs with linear or logarithmic amplitude placed in the
PCA using either a signal or a spatial structure using three
publicly available HRTF databases. The results showed
that the introduced approach led to viable principal com-
ponents with explanatory value. Furthermore, in certain
configurations EM2 was similar or better than EM1 when
it comes to the number of components required to explain
90% variance as well as spectral distortion. Further in-
vestigation is therefore required to understand better the
potential of the introduced approach for HRTF modelling
and individualization.
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