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ABSTRACT
We present a study that investigates situationally-induced impair-
ments that appear while walking and interacting with a smart-
phone using a conversational versus a graphical user interface.
In a controlled experiment, participants performed a mixture of
tasks under conditions that manipulated Mobility (standing or walk-
ing) and interaction Modality (graphical or conversational) while
we measured walking performance, task performance, and subjec-
tive workload. Although walking while interacting did not impair
task performance significantly in either case, it significantly in-
creased perceived workload when interacting with the GUI but
not when interacting with the CUI. Furthermore, compared to a
control walking-only condition, walking performance deteriorated
less with conversational than with graphical interaction. Finally,
interaction with the conversational interface was slower than this
with the graphical. The results testify to an increased potential for
conversational interfaces to support walking interactions but also
show that due to technology limitations this does not manifest in a
task performance advantage yet.
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1 INTRODUCTION
Graphical User Interfaces (GUIs) supporting direct manipulation
provided a significant breakthrough for Human Computer Inter-
action and have been the dominating interaction paradigm. GUIs
make full use of our visual system and by coupling it tomanual inter-
actions create a very efficient interaction paradigm. However, when
vision is occupied with another task, usability problems emerge
which make interacting with a GUI difficult and even dangerous.

The term situationally-induced impairments and disabilities (SI-
IDs) [56] was introduced to describe situations in which the us-
ability of a computer system is affected by context of use. Several
cases of (SIIDs) have been reported in mobile interaction use cases
due to walking, variations in the environmental conditions, or en-
cumbrance [3, 46, 50, 51, 58, 61, 66]. Efforts have been made to
counteract their impact by design [13, 14, 26, 36, 56].

Sound has often been used to provide feedback in graphical user
interfaces. Sound in graphical user interfaces enhances user experi-
ence but also usability especially when using small screens or when
visual attention is occupied e.g., [7, 45]. Prominent approaches
to designing sound for the user interface are auditory icons [12],
earcons [6, 10], spearcons [62], and sonification [20]. These have
also been used to create exclusively auditory interactions. They
provide usable alternatives for presenting information whose prac-
tical significance increases considerably in situations in which the
visual modality is occupied or impaired. Auditory icons are gener-
ally considered to lead to faster learning and quicker responses as
long as they are supported by an appropriate metaphor [11].

Even if speech feedback is very important for visually impaired
users [48], it has received less attention within the auditory display
community, as it may result in potentially long and repetitive mes-
sages. Some of these aspects are addressed in spearcons, speeded
speech messages, which combine the learnability of speech with
good user performance [62].

The aforementioned approaches to auditory display are largely
derived from the dominant direct manipulation interaction par-
adigm. However, recent advances in speech recognition, natural
language processing, and generative language models helped im-
prove usability issues associated with conversational user interfaces
(CUIs) whose popularity is steadily increasing and as a result re-
ceive increased attention in recent years. It is therefore interesting
to investigate how they compare to visual direct manipulation
interfaces in situations in which the visual modality is occupied
and situational impairments emerge. Driving or walking are good
examples of such use cases [30, 50, 51].
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Interacting in contexts which constrain the resources available
for interaction, as for example whenwalking or driving, may also be
considered as a dual-task. In dual-tasks, a performance impairment
is typically expected that may be observed on one or both tasks.
In this sense, interacting while walking or driving may lead to
an impairment to both interaction performance (which has been
considered to be a situational impairment) but also on walking or
driving performance. For example, fragmentation of attention has
been observed when asking participants to perform browsing tasks
while moving through urban environments due to attending to the
challenges involved [43, 44]. Furthermore, both walking and task
performance are impaired when interacting with a display while
walking [5, 34, 45].

The emerging dual-task cost is, however, smaller when tasks
are not in the same modality [45, 64]. In special cases, it may even
disappear if no resource limitation to the secondary task is posed
by the first task. As interaction with CUIs is done primarily in the
audio modality, which interferes less with visual or spatial tasks,
the amount of situational impairment due to walking should be
smaller when using a CUI compared to when using a GUI. Such
predictions have been verified when driving [19, 25, 35, 37], for
example.

However, walking is different than driving as the whole body is
involved. Even if interaction with a CUI is done in the audio modal-
ity, the cognitive resources required are not negligible. Furthermore,
despite the progress in speech processing usability problems still
exist and are not uncommon. It is therefore interesting to investi-
gate both whether the situational impairment due to walking will
be reduced when interacting with a CUI in comparison to a GUI
but also whether walking performance is affected less by conver-
sational compared to graphical interactions. To investigate these
two aspects, we designed and performed an experiment comparing
interaction with a graphical and a conversational interface in a
standing and a walking scenario. We proceed by presenting the
background, the experiment, results, and discussion.

2 BACKGROUND
SIIDs may emerge due to changes in the context and the user envi-
ronment [24, 55, 56, 66, 67] but also as the result of fragmentation
in attention [43, 57, 63]. Walking, changes in light [2, 29, 31] or tem-
perature [15, 49, 52], or encumbrance [40–42] have been identified
as sources of situational impairments for mobile interaction with
smartphones.

Walking, which is the focus of this article, may affect task per-
formance and perceived mental workload when interacting with a
smartphone using a graphical interface [18, 39]. Walking impacts
target selection accuracy, reduces walking speed, and increases
perceived workload [30]. Walking degrades visual performance
when reading and when accomplishing visual search tasks [38].
For a reading task, [54] reports that walking increased error rate
by 24%, target selection time by 31%, cognitive load by 16%, and
reading speed by 19%. Furthermore, walking results in changes in
ambient light, ambient noise, encumbrance and temperature which
also affect mobile interaction [28].

Users compensate for disturbances due to walking by reduc-
ing walking speed; [5] report that users reduced walking speed to

maintain good target acquisition performance when mobile. Target
size can also be adjusted to help walking users. Task completion
time improved when designing a walking user interface that in-
creases target size when users move [26, 68]. NoShake [47] shifts
the screen in the opposite disturbance direction which results in a
user experience improvement. WalkType [13] utilizes the built-in
accelerometer to reduce error rates while walking by 45.2% and
improved typing speed by 12.9% [13]. Tracing is a more effective
method compared to tapping or handwriting for text entry when
using a smartphone when mobile [60] and several alternative one-
hand or gesture controlled interaction methods [27, 32, 53] or back
of device methods [4] have been proposed (but not evaluated in
mobile settings).

Audio feedback can compensate for the disturbances from walk-
ing [8] as users need not look at the screen. Gesture input coupled
with audio feedback has been shown to significantly improve mo-
bile interaction [9, 34, 45, 69] and audio can be delivered using
different reproduction techniques [33]. Multiple resource theory
accounts for improvements due to ’eyes-free interaction’ [63–65].
When two tasks demand the same level of a given perceptual, cog-
nitive or motor dimension, they will interfere with one another
and performance will be negatively affected [65]. Since smartphone
interaction when walking requires dividing visual attention, dual-
task interference may be reduced by enabling interaction in the
auditory channel.

Conversational User Interfaces enable interaction by talking to
a computer system [21, 23]. In a recent survey [23], text entry and
typing, application control, speech analysis, conversational agents,
spoken output, & probes were found as common application themes
for CUIs. Munger et al [37] found that CUIs provide a significant
advantage over a touch interface in terms of distraction and length
of interaction while driving. He et al. [19] found that handheld
texting increased the brake response time, among other safety-
related factors, in comparison to the CUI use. CUIs on smartphones
enabled the performance of several tasks such as placing calls,
destination entry [37], controlling entertainment [16], reading and
transcribing messages, or similar tasks without demanding the
visual or physical attention of the driver [25, 35]. Still, complex
CUI interactions show significant attention demands [37] and may
significantly impair driving [19, 22].

2.1 Summary and Research Questions
While CUIs have received significant attention, the extent to which
the language based auditory interactions they offer can reduce
SIIDs due to walking and reduce the impact on users’ walking
performance has not been investigated. Research on using CUIs
while driving provides encouraging results, however, it also shows
that using CUIs comes with significant cognitive demands which
require a detailed and specific investigation. The research question
we investigate is therefore whether CUIs can reduce SIIDs due to
walking and lead to improved walking performance when perform-
ing common smartphone tasks in comparison to touch-based GUI
interaction.
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Figure 1: a. a participant walking along the path, b. average number of path errors, and c. average walking speed. Mean and
standard error are shown.

3 EXPERIMENT
The experiment we designed followed an interaction Modality (GUI,
CUI) ×Mobility (standing, walking) within-subjects factorial design.
Factor interactionModality enabled comparing between interacting
with a GUI versus a CUI and factor Mobility comparing between
interacting while standing andwalking. In the four conditions of the
experiment, participants performed the same number of a mixture
of common texting and selection smartphone tasks while standing
and while walking on a pre-defined route. There was also a control
condition in which participants walkedwithout interacting with the
smartphone. Hypotheses were formed based on the background and
examined on the basis of walking performance, task performance,
and workload estimated using the NASA Task Load Index (NASA-
TLX) [17].

3.1 Apparatus and Materials
A walking path was marked on a lab room floor which contained
obstacles and included loops and sharp turns (Figure 1a). Path width
was 30cm and length was 30 meters. Participants wore a pair of
AirPods (2nd generation) and used an Apple iPhone 12 Pro with
iOS 15.2 and Siri set to participant’s native language which was
the same for all participants. Siri was reset after each trial of the
experiment. Participants held the iPhone in their dominant hand.
They called "Hey Siri" to activate CUI interaction. They wore a
GoPro Hero 8 camera which recorded the experiment. The phone
screen was also recorded.

3.2 Participants
Sixteen participants took part. Participantswere screened for speech
or motor impairments and one withdrew due to having such an
impairment. Age was between 18 to 50 years, (𝜇 = 29.8, 𝑠 = 6.75), 9
male and 6 female. Participants provided informed consent.

3.3 Tasks
A mixture of tasks was administered to the participants consist-
ing of both text entry (texting) and (selection) tasks which were
subsequently pooled in order to obtain a representative dataset
for analysis. Participants were not allowed to use the GUI when

engaging with the CUI and vice-versa. Tasks were selected based
on statistics of common smartphone tasks [1]. The experimenter
demonstrated how tasks can be performed using the CUI or the GUI
and made sure participants could repeat the steps before engaging
in the experiment.

Texting tasks required participants to respond to blocks of four
short questions each. The intention was to simulate a short con-
versation. In each occasion, they received a question in an SMS
to which they replied. Questions were selected randomly from a
list of 15 possible ones, for example: what was the last city that
you visited?, what is your favourite thing to eat?, what city were
you born in?, etc. When using the CUI participants used Siri to
listen and dictate a reply to the SMS. They said ’Repeat’ to hear the
message again if they wanted to. When using the GUI, participants
read the incoming message and simply typed and sent the response.
Participants were instructed to provide their response in one text
message and to respond in a natural way as if responding to a friend.
No other constraints were given. A new text message was sent a
few seconds after a reply was received.

There were three different selection tasks which required a num-
ber of steps so that they were completed. The first task was planning
a trip home (via the Maps app) and involved the following steps:
find out how long it is to get home, find out what time the next
bus goes, set a reminder to leave, and find the closest bus stop. The
second task was music selection and involved the following steps:
play a specific song from the phone music collection, listen for
15-20 seconds, increase the sound level, select the next song, listen
for another 15-20 seconds, then select another song. The third task
was planning an outdoor hiking trip with a friend and involved the
following steps: check the weather for the next day, set a reminder
to wake up and dress well, and send a message to the friend to
confirm. Participants used either the smartphone GUI or CUI to
perform the tasks.

3.4 Procedure
Participants provided informed consent and received information
about the experiment process, tasks and conditions, and the NASA-
TLX questionnaire. They then filled a short pre-experiment question-
naire assessing prior experience with smartphones and CUIs. Then
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participants walked along the path a few times (2-3) to familiarize
themselves. Natural walking speed was then recorded by asking
participants to walk on the path first in a clockwise direction and
then in a counter-clockwise direction at a comfortable walking
pace.

Subsequently, participants engaged in the experiment conditions
(GUI standing, GUI walking, CUI standing, and CUI walking). All
tasks described in Section 3.3 were performed by each participant.
The order of presentation of Mobility and Modality conditions was
counterbalanced using a Latin Square.

In each Mobility and Modality combination, there were two trial
blocks: one for the texting and for the selection tasks. In the texting
block, participants responded to three blocks of four randomly se-
lected text messages. In the selection block, participants performed
the three selection tasks in a randomized order. Before engaging
in each condition, the way tasks could be performed in each con-
figuration was demonstrated by the experimenter. Subsequently,
participants performed two training trials during which they re-
ceived feedback from the experimenter who made sure they could
perform the tasks as instructed.

After completing each condition, participants filled a NASA-TLX
questionnaire. Finally, participants shared comments and thoughts
about their interaction experience. The experiment took between
45 and 65 minutes including a 15 minute break, if they felt tired.
Figure 1a shows a participant performing the experiment.

3.5 Hypotheses
The literature indicates that a degradation in walking performance
can be expected [5] when walking and performing the experiment
tasks simultaneously. Therefore (H1)walking speed and number of
path following errors will deteriorate while interactingwith the GUI
and with the CUI. Interference between walking and interacting
will also affect task performance. It follows that (H2) task comple-
tion speed and accuracy will deteriorate and subjective workload
will increase when interacting while walking compared to interact-
ing while standing both when interacting with the GUI and with
the CUI. However, given that interacting with a CUI interferes less
with walking compared to interacting with a GUI, it is reasonable
[63, 64] to expect that that (H3) significantly fewer path errors and
faster walking speed is expected when interacting with a CUI com-
pared to when interacting with the GUI. Finally, less interference
between the walking and the interaction task will also assist task
performance. It follows that (H4) fewer task errors, shorter task
completion times, and a lower workload are expected when using
a CUI than when using a GUI while walking.

4 RESULTS
In the trials, each participant performed the selection tasks and
responded to the text message blocks (see Section 3.3) in the four
conditions of the experiment: standing and GUI interaction, stand-
ing and CUI interaction, walking GUI interaction and standing and
CUI interaction. Results were pooled over the performed tasks for
analysis.

As mentioned above, all trials were video taped using a 3rd
person and a 1st person camera view. Then they were analyzed

manually after the experiment was finished and coded by the exper-
imenters. Trial completion time, trial completion errors, and path
following errors were marked in the videos. Trial completion time
was estimated as the time difference between the beginning and end
of each trial time points as these were marked in the videos. The
steps performed to accomplish the tasks by each participant were
also analyzed and compared to the optimal sequence of actions that
was necessary to complete the task as this has been defined by the
experimenters and communicated to the participants. Situations
in which the user deviated from the optimal sequence due to own
action or due to an unexpected system response were classified as
task errors. Other errors and mistakes were also coded. The rate of
such instances per user and trial (error rate) was used to perform
the statistical analysis in terms of task accuracy.

Walking speed was calculated by counting the number of laps
converting this to meters and then dividing by the walking duration
to yield a number of meters per second. This was done both when
interacting and when walking without interacting. Furthermore,
the number of path deviation errors (or walking errors), defined
as instances of deviations from walking with the preferred speed
inside the walking path in each trial in the video was coded. The
average number of such walking errors per trial and participant
was used in the analysis.

The types and frequencies of path following and task errors that
were identified and counted are described in Section 4.6. Coding
and video segmentation was done in MaxQDA while the statisti-
cal analysis was done in R. P-values and effect sizes are provided
as appropriate. The generalized eta squared (𝜂2𝑝 ) is used in case
of ANOVAs and Kendall’s W and rank-biserial coefficient (r) for
Friedman and Wilcoxon tests respectively [59].

4.1 Pre-Experiment Questionnaire
All participants were iPhone users, used Apple’s Siri as their main
voice user interface, and owned a smartphone for longer than 5
years. 16.7% reported having used CUIs often, 41,7% on occasion,
16.7% once or twice, and 25% never. Furthermore, 16.7% of the par-
ticipants reported using Apple’s Siri and Google Assistant actively.
CUIs were used when driving or at home, primarily for sending
and responding to text messages, controlling music players, and
conducting web searches. Less frequent tasks included setting re-
minders, asking for directions and locations, and checking the
weather. 50% have faced difficulties when using a voice assistant
for mobile interaction mostly speech recognition errors and misun-
derstandings that led to CUIs issuing no or wrong commands. Only
16,7% reported speech recognition issues when doing text entry,
sending text messages, and writing notes. When asked to rate their
experience with using a voice assistant from 0 to 7, the average
score was 3.9 (median score of 4.5).

4.2 Walking Performance
Figure 1b shows the average path errors and Figure 1c the average
walking speed in the experiment conditions. Walking speed data
were distributed normally as verified by visual inspection and us-
ing a Shapiro-Wilk normality test. A one-way repeated measures
ANOVA with interaction Modality as independent variable was
performed on walking speed. Interaction Modality had three levels
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Figure 2: Average number of task completion errors, task completion time, and total workload for the Modality and Mobility
conditions in the experiment pooled over the exerimental tasks.

(GUI, CUI, NONE) with NONE denoting walking without perform-
ing a task. The main effect of interaction Modality on walking
speed was significant, F(2, 28) = 57.77, p<0.001, 𝜂p2=0.53. Pairwise
comparisons with Holm correction showed that both when inter-
acting with the CUI and with the GUI walking speed was slower
than normal (p<0.001). Walking speed did not change significantly
when interacting with the GUI compared to the CUI. Path Errors per
participant data were not distributed normally as verified by visual
inspection and using a Shapiro-Wilk normality test. A Friedman
test was performed with Modality as independent variable as above.
The main effect of Modality was significant 𝜒2=2.5, p<0.001, W =
0.9. Wilcoxon sign rank tests showed that the number of path errors
was significantly higher when using the GUI compared to when
using the CUI (p=0.0018). Furthermore, the number of path errors
was significantly higher compared to walking without interacting
for both interaction Modalities (p<0.001).

4.3 Task Completion Time
Average completion times can be seen in Figure 2. Data were dis-
tributed normally after log transformation as shown by visual in-
spection and using a Shapiro-Wilk test. A two-way Modality (GUI,
CUI) × Mobility (Standing, Walking) ANOVA was performed on
log-task completion time. The effect of Modality was significant,
F(1,14) = 32.48, p<0.001, 𝜂p2=0.43. Task completion was faster with
the GUI. No other effects or interactions were significant.

4.4 Task Errors
Average number of task errors can be seen in Figure 2. Data were
not distributed normally as shown by visual inspection and using
a Shapiro-Wilk test. A Wilcoxon rank sum test with continuity
correction was used to compare the number of task errors when
using the GUI and when using the CUI in the standing and walk-
ing conditions. The effect of Modality was not significant neither
when standing nor when walking. The effect of Mobility was not
significant neither when using the GUI nor the CUI.

4.5 Workload
Mental demand, physical demand, temporal demand, perceived
performance, effort and frustration can be seen in Figure 3. Data

were not normally distributed. Total workload has been presented
in Figure 2c. The effect of Mobility was examined by applying a
Wilcoxon test to the data from the trials corresponding to each
Modality level (GUI or CUI) while the effect of Modality was ex-
amined by applying a Wilcoxon test to the data from the trials
corresponding to each Mobility level (standing or mobile).

The effect of Mobility was significant for total workload (p=0.01,
r = 0.31),mental demand (p=0.02, r=0.28), physical demand (p=0.004,
r=0.37), perceived performance (p=0.04, r=0.25), perceived effort (p=0.004,
r=0.36) and perceived frustration (p=0.02, r=0.28) when using the
GUI but not when using the CUI. Total workload, mental demand,
physical demand, perceived effort, and perceived frustration increased
when walking and using the GUI but not when using the CUI. Per-
ceived performance decreased significantly also when using the CUI
(p=0.04, r=0.25). Both when using the GUI and when using the
CUI, participants felt they performed worse when walking. The
effect of Mobility was not significant for temporal demand for both
interaction Modalities.

The effect of Modality was significant when walking for phys-
ical demand (p=0.017, r=0.3) but not when standing. When walk-
ing, physical demand was higher when interacting with the GUI
compared to the CUI. The effect of Modality was significant for
perceived effort (p=0.03, r=0.27) and perceived frustration (p=0.04,
r=0.26) when standing but not when walking. Both were signifi-
cantly higher when using the CUI compared to the GUI. The effect
of Modality was not significant for total workload, mental demand,
temporal demand, and perceived performance both when standing
and when walking. We note that the effect ofModality on perceived
performance was marginally significant as performance was worse
on average when using the CUI compared to the GUI (p=0.0516,
r=0.25).

4.6 Walking and Task Error Types
To gain further insight task errors andwalking errors were classified
based on the observations in the video on the MaxQDA analysis
software.

4.6.1 Path Errors. The following walking errors were observed:
stepping on or over the line, readjusting walking path, walking
outside the outlined path, failing to follow the path (i.e. path related),

81



AM ’24, September 18–20, 2024, Milan, Italy Marentakis and Balic

Standing Walking
0

1

2

3

4

5

6

7

R
at

in
g

Mental Demand

GUI
CUI

(a) Mental Demand

Standing Walking
0

1

2

3

4

5

6

7

8

R
at

in
g

Physical Demand

GUI
CUI

(b) Physical Demand

Standing Walking
0

1

2

3

4

5

6

R
at

in
g

Temporal Demand

GUI
CUI

(c) Temporal Demand

Standing Walking
0

1

2

3

4

5

6

7

R
at

in
g

Perceived Performance

GUI
CUI

(d) Performance

Standing Walking
0

1

2

3

4

5

6

7

8
R

at
in

g

Perceived Effort

GUI
CUI

(e) Effort

Standing Walking
0

1

2

3

4

5

6

7

8

R
at

in
g

Perceived Frustration

GUI
CUI

(f) Frustration

Figure 3: Average ratings of NASA-TLX workload dimensions.

readjusting walking, slowing down, and stopping (i.e., walking
related) and hitting an obstacle (i.e., obstacle related). Figure 4a
shows the average path errors per trial in the conditions tested in
the experiment. Path errors were most frequent (especially stepping
on or over the line outlining the path), followed by adjustments in
the walking pattern, and then hitting obstacles. It is also visible that
interaction with the CUI leads to fewer walking errors on average
and that interference with the walking pattern is minimal.

4.6.2 Task Errors. Different task errors were observed when inter-
acting with the GUI (Figure 4b) compared to when interacting with
the CUI (Figure 4c). When interacting with the GUI, some errors
were related to the steps required to complete the tasks as these
have been considered for the experiments (step failure, missed step,
extra step, resend message) while some were related to text entry
(spelling error, illogical answer, double texting - replying to the
same message twice). Engaging with the tasks while walking lead
to an increase every type of error observed. Notably, failures to
complete a step, taking extra steps, and spelling errors double while
we also note misclicks which did not appear when standing.

When interacting with the CUI, some step related errors reappear
(step failure), however, we have several errors types that emerge
due to interaction with the CUI (repeated commands or words,
speech recognition or Siri error, technical issues e.g., dropouts) and
cases in which participants looked at the screen. The impact of
walking here is less evident and concentrated to interaction with
the voice interface.

4.7 Summary of the results
We provide here a summary of the most important results: (1) walk-
ing performance deteriorated when interacting but less with the
CUI compared to the GUI (fewer path errors), (2) interaction was
significantly faster with the GUI but there was no difference in
terms of task errors, (3) mental demand, physical demand, per-
ceived effort, and perceived frustration, deteriorated due to walking
when interacting with the GUI but not when interacting with the
CUI, and (4) interacting with the GUI required higher physical de-
mand when walking compared to the CUI. Even though perceived
effort and perceived frustration were higher when interacting with
the CUI when standing, the difference was not significant when
walking.

5 DISCUSSION
Motivated by findings in dual-task performance, multimodal in-
teraction, and situational impairment literature, we aimed to in-
vestigate whether the use of audio and speech for interaction, as
in the CUI paradigm, can lead to an improved dual-task perfor-
mance compared to a GUI when walking while interacting with a
smartphone. We designed and performed an experiment in which
participants engaged in texting and selection tasks and measured
walking performance, task efficiency and effectiveness, and per-
ceived workload to investigate this hypothesis. The significance
level we used was 0.05 and the effect sizes we obtained were, as a
rule, large or moderate [59].
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Figure 4: Walking errors and task errors observed for both interaction modalities.

In line with existing literature [5, 18, 30, 38, 39, 43, 44, 54], and
our Hypothesis 1, walking while interacting led to a deterioration
in walking performance both in terms of path following errors and
walking speed for both interaction techniques. However, in support
to Hypothesis 3 this deterioration was significantly smaller when
interacting with the CUI compared to when interacting with the
GUI. This was evidenced by the significantly fewer path errors
observed when performing the tasks using the smartphone CUI
compared to the smartphone GUI. Observing walking error types
(Figure 1b), in addition to more frequent line steps, slowing down
also occurs more often when using a GUI than a CUI. It appears
therefore that maintaining a relatively stable walking pattern is
easier when interacting with a CUI compared to when interacting
with a GUI. This result is consistent with studies that suggest that
the auditory modality is particularly appropriate for interaction in
mobile settings [9, 34, 45, 69] and with the predictions of multiple
resource theory [63–65].

Hypothesis 2 predicting a deterioration in task performance
with either interface due to walking was not verified as the effect
of Mobility for task completion errors and task completion time
was not significant. Since walking performance deteriorated due to
interacting, it appears therefore that participants prioritised task
over walking performance, which resulted in that the situational
impairment due to walking in terms of task speed and accuracy
observed herewas not significant. Essentially, the dual-task cost was
not attributed equally to the two tasks but was rather attributed to
walking. More insight into how this was performed can be obtained
by looking into the measured subjective workload.

The results indicate that maintaining a similar level of task per-
formance in both standing and walking conditions was particularly
demanding when interacting with the GUI but less so when inter-
acting with the CUI. This is evidenced by the significant increase in
perceived workload when interacting the GUI when mobile. Total
workload, mental demand, physical demand, perceived effort, and
perceived frustration increased significantly. Such a deterioration
due to Mobility was only observed for frustration when interacting
with the CUI. This is in support of Hypothesis 4, as it shows that in
contrast to GUI interaction, subjective workload when interacting

with a CUI is not affected by walking. Further support to this state-
ment is provided by the significantly higher physical demand for
GUI interaction compared to CUI interaction when walking.

Let us return here to our research question which investigated
the extent to which CUIs can reduce situational impairment due
to walking. Some of the evidence we provide is supportive. Even if
task performance was not affected by walking for both interaction
modalities, perceived workload does not increase due to walking
when interacting with a CUI, while the opposite is the case when
interacting with a GUI. This result supports the idea that the SIID
due to walking is smaller for the CUI compared to GUI interaction.
Turning our focus onto walking performance we see that even if
walking performance deteriorated compared to preferred walking
speed for both interaction paradigms, the deterioration was signif-
icantly smaller when interacting with a CUI compared to a GUI.
Therefore, CUI interaction appears to support better users who are
walking as they can walk closer to their normal walking speed.

On the other hand, despite the aforementioned advantages, inter-
acting with the CUI was slower compared to the GUI and a compa-
rable error rate was observed as there was no significant difference
when comparing error rates in the two interaction modalities. It
appears therefore that despite the smaller situational impairment
and better support for walking, GUIs still provide an advantage
in terms of interaction speed. On the one hand, delays associated
with speech communication versus manual interaction could play
a role here. These could originate in faster reading versus listen-
ing or cases in which more time was necessary in order to speak
commands compared to selecting icons on screen. However, a sig-
nificant part of the delay we observed is due to speech recognition
and natural language processing errors. The overall higher frus-
tration reported for the CUI can arguably be attributed to such
events.

The classification of the task errors provides further insights.
For both interaction paradigms, the frequency of several task er-
ror types increases when walking. For GUI interaction, these are
errors related to the logical steps required to complete the task
but also text entry errors and misclicks. For the CUI, however, it
is mostly repeating commands or words to the system until these
are performed in a satisfactory way, while other error types are not
affected.
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Other things being equal, it can be argued that the usability prob-
lems that appear with CUIs are likely to diminish as improvements
in speech technology are deployed in modern systems. On the other
hand, because the usability problems associated with touch-based
interaction with GUIs originate in interference in the visual and
motor components of interaction due to walking they are harder to
eliminate. Given the significant pace of improvement of the non-
mobility related CUI usability problems, it is perhaps quite likely
that our findings supporting reduced SIID when using a CUIs for
interaction while walking will be replicated and extended in the
coming years.

6 CONCLUSION
We presented a study that investigated the extent to which Conver-
sational User Interfaces can reduce situationally-induced impair-
ment and provide better support to users interacting with smart-
phones while walking. In an experiment involving sets of texting
and selection tasks performed while standing or walking, we mea-
sured walking performance, task performance, and perceived work-
load when interacting with a smartphone using a CUI or using a
GUI. The results suggest that interacting with a CUI results in a
smaller situationally-induced impairment as in contrast to a GUI,
participants can maintain a similar level of performance when
walking without an increase in subjective workload. Furthermore,
participants walk closer to their normal walking speed while inter-
acting with a CUI compared to a GUI. However, usability problems
related to language processing result in that tasks are still faster to
complete with GUIs compared to CUIs.
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