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ABSTRACT

We present a study that investigates whether multimodal audio-

visual presentation improves the recall of visuospatial sequences.

In a modified Corsi block-tapping experiment, participants were

asked to serially recall a spatial stimulus sequence in conditions

that manipulated stimulus modality and sequence length. Adding

spatial sound to the visuospatial sequences did not improve serial

spatial recall performance. The results support the hypothesis that

no modality-specific components in spatial working memory exist.
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1 INTRODUCTION

Quite often, spatial audio is used togetherwith visual stimuli. Spatial

auditory cues to visual target location improve visual search and

reaction time [7, 19, 42]. In fact, congruent audiovisual (and other

multimodal) stimuli are assumed to give rise to multimodal objects

of perception which are processed more efficiently than unimodal

stimuli by the human cognitive system [37]. Suchmultimodal effects

have been extensively investigated within perception and attention

research. In contrast, the exploration of multimodal effects within

the field of working memory is a relatively young discipline, which

is reviewed in Section 2.2.
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In this work, we investigate whether the multimodal presen-

tation of spatial audiovisual stimulus sequences improves their

memory and recall. Ways to improve serial spatial memory could

find applications in communication, education and training soft-

ware [15], but also in user interfaces, in which the positions of

control elements need to be remembered ([34] for a review).

2 BACKGROUND

2.1 Crossmodal Perception and Attention

Crossmodal perception research has provided evidence for the in-

teraction between different modalities [12, 37] ([38] for a review),

which may be observed both in behavioral and neuroscientific

(event-related potentials, ERP) studies. Depending on the spatial,

temporal, and semantic congruency of multimodal stimuli, con-

structive as well as destructive interference may emerge. Improved

attentional focusing and shorter reaction times to multimodal stim-

uli are typical behavioral results of constructive interference. These

crossmodal effects are useful in supporting search, detection, and

navigation tasks as well as in notifications [17, 27, 30ś32].

The spatial ventriloquism effect describes the observation that

the location of a visual stimulus biases the perceived location of a

synchronous auditory stimulus [6]. This result can be considered an

extension to Welch and Warren’s modality appropriateness hypoth-

esis [41]: The human cognitive system relies on the most suitable

modality for a given task. Vision is more accurate in terms of spa-

tial judgments and therefore dominates audition when it comes

to spatial tasks. Recent research focusses on modeling perceptual

judgments on multimodal stimuli by Bayesian estimates that take

into account different a priori probabilities for different modalities

[5, 11].

Wickens’Multiple Resource Theory points out that when tasks are

distributed in different modalities, they occupy different resources,

which can enhance dual task performance [43]. However, the spatial

focus of attention is difficult to divide between modalities. When

asked to filter out one of two spatially distinct spoken word streams

while performing a simultaneous simulated driving task, partic-

ipants performed better when the relevant auditory stream was

in the direction in which visual attention was directed [39] ([13]

for a review). In an ERP study, Eimer [14] has provided evidence

suggesting the existence of a supramodal control system for spatial

attention: spatial selective processing is assumed to be controlled by

a single supramodal system and not by modality-specific systems.
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2.2 Working Memory

2.2.1 Working Memory Components. Baddeley and Hitch [2, 3]

developed the tripartite model of working memory as a precise

description of the short-term store in Atkinson and Shiffrin’s multi-

store model (sensory register ś short-term store ś long-term store) [1].

The model differentiates between three functional entities: central

executive (CE), phonological loop (PL), and visuospatial sketchpad

(VS). The CE coordinates the PL and VS subsystems and is responsi-

ble for focusing attention, making decisions, and switching between

tasks. The PL is capable of storing verbal information such as spo-

ken and written speech, lip reading, but also environmental sounds.

The VS provides memory for visual features such as shape and color,

but also for spatial features such as the location and movement of

objects.

Logie [24] proposed a further partitioning of the VS into the

visual cache and inner scribe subsystems. The visual cache provides

memory for visual features such as color and shape and the inner

scribe stores spatial information and movements. This theory as-

sumes the existence of a distinct spatial component in working

memory that can store spatial information from several modalities.

Lehnert and Zimmer [22] distinguish between modality- and

domain-specific working memory components. Modality refers to

the sensory input channel of mental representations, while domain

refers to higher order information that can be extracted from the

perceptual input. They identified three separate domain-specific

memory systems: verbal (all phonological information), object (ap-

pearance of items), and spatial (location of items) domain. In con-

trast to the object-domain, they do not identify modality-specific

components within the spatial domain. Relevant spatial informa-

tion is acquired and kept in memory by shifting spatial attention,

which is assumed to be supramodal [13, 14]. Thus, spatial atten-

tion is assumed to be available as a rehearsal mechanism shared

by visual and auditory spatial information in working memory.

In fact, Lehnert and Zimmer showed in a behavioral study that

the modality in which spatial sequences were presented did not

affect spatial working memory capacity [20]. Furthermore, they

have found evidence for a common coding of visual and auditory

spatial information in an ERP study [21].

2.2.2 Spatial Working Memory. Spatial working memory is of-

ten examined using the Corsi block-tapping task paradigm, in which

subjects are asked to serially recall an observed spatial sequence

of visual stimuli [9, 18, 40]. Both adaptive and fixed versions of the

test have been conducted. Several computerized versions have been

implemented [8]. Two measures of performance that are typically

considered are 1) the Corsi span (maximum sequence length with

at least 50% correctly recalled sequences) and 2) the proportion of

correctly recalled sequences depending on the sequence length. De-

pending on the experimental setup and method, healthy subjects’

average Corsi span varies between 5.6 and 7.2 [35].

While most experiments on spatial memory use the visual modal-

ity, research on non-visual spatial memory has also been conducted.

Ruggiero and Iachini [33] performed a haptic version of the Corsi

block-tapping test with congenitally blind, adventitiously blind,

and blindfolded sighted participants. It showed that the span of

recallable items (average number of recallable items: 3.7 .. 4.8, de-

pending on participant group) was lower than the visual Corsi

span. Adventitiously blind participants on average outperformed

the other groups.

Parmentier and Jones [28] explored the spatial memory of white

noise bursts from different discrete azimuth directions using fixed

loudspeakers in serial and probed recall tasks. They found primacy

and recency effects: serial memory of the positions of auditory

stimuli is best for the first and last sequence elements. These effects

typically also occur in verbal and visuospatial serial memory.Martin

et al. [25] pointed out that increased spatial memory load affects

also the accuracy with which sounds can be localized.

2.3 Summary, Research Question, Hypothesis

The review above suggests that visual and auditory spatial memory

behave in a similar way. Multimodal combinations, however, have

only been tested within object-domain memory and not within spa-

tial memory. Delogu et al. [10] compared serial recall of verbal and

non-verbal simple stimuli using auditory, visual, and semantically

congruent audiovisual representations. Bimodal representations of

non-verbal stimuli (environmental sounds and images) resulted in

superior recall compared to unimodal ones. Similar findings in a

recognition task have been reported by Heikkilä et al. [16].

Given however, that the effect of spatially congruent audiovisual

stimulation on spatial working memory has not been investigated,

the research questionłDoes multimodal audiovisual presentation

enhance the memory of visual spatial sequences?ž remains open.

Semantically congruent multimodal cues improve working mem-

ory performance due to separate but linked mental representations

in the object domain. If the hypothesis concerning a supramodal

spatial memory system however is correct, there are no such dual

mental representations in spatial working memory: spatial memory

capacity likely remains fixed irrespective of stimulus multimodality.

Does that mean that we do not expect to observe a beneficial

effect of adding spatially congruent sounds to visual spatial se-

quences? Not necessarily. Multimodal perception research suggests

that spatially congruent audiovisual stimulation leads to objects

of perception that are easier to detect in comparison to unimodal

ones. Despite the assumption that no dual mental representations in

working memory emerge, the possibility of more efficient encoding

in perception translating into a working memory benefit cannot be

dismissed.

3 EXPERIMENT

To answer the research question formulated above, we designed an

experiment using amodified, non-adaptiveCorsi block-tapping task,

in which participants had to serially recall spatial stimuli sequences

whose length and the modality in which they were presented was

varied [9, 18, 40].

There were two factors in the experiment: stimulus modality

(visual/audiovisual) and sequence length (6/8). We chose sequence

lengths of 6 and 8 stimuli, since we wanted to examine the modality

effect at an average and a challenging sequence length. We assumed

that if there was an effect of multimodal presentation, it would be

more pronounced at high cognitive loads.

327



Does Serial Memory of Locations Benefit from Spatially Congruent Audiovisual Stimuli? ICMI’17, November 13–17, 2017, Glasgow, UK

Figure 1: Experimental setup

3.1 Participants

Twelve voluntary participants (aged 22-39, 3 female, 9 male) were

recruited for the experiment. All were either musically trained or

worked/studied in the field of audio-engineering.

3.2 Apparatus

The spatial sequence to be recalled was presented within a prede-

fined set of 9 squares that was different in each trial. The location

of each square in the set corresponded to one out of the 18 subdi-

visions of a 3 × 6 rectangular grid (see Fig. 1). We varied the set

of locations out of which the spatial sequence in each trial was

created in order to ensure that the task was performed using spatial

memory and that no verbal coding strategies (e.g. using digits for

the positions) could be used to perform the task.

During each trial, the corresponding set of squares was projected

on an acoustically transparent screen in front of the participant. A

loudspeaker (Genelec 8020) was arranged behind the center of each

grid subdivision.

The maximum angular distance between the centers of the out-

ermost squares was 37.6◦ horizontally and 24.8◦ vertically. These

angles are within the minimum required binocular visual field for

tasks such as driving [44]. The minimum angular distance between

adjacent squares was 7.2◦ horizontally and 12.4◦ vertically, which

is several times the minimum audible angles for broadband stimuli

in the frontal direction [29]. Thus, positions are both auditorily and

visually clearly distinguishable, which was informally tested by the

authors before conducting the experiment.

The experiment took place in a dimmed and acoustically treated

room. Processing was used for visual rendering. Sound was rendered

using Pure Data.OSC was used for synchronization. Responses were

given using the computer mouse.

3.3 Stimuli

Depending on the modality factor level, the spatial sequence to

be recalled consisted of locations that were indicated using either

unimodal visual or audiovisual stimuli. Locations were indicated

stimulus 1

800 ms

stimulus 2

800 ms

stimulus 3

800 ms

stimulus 4

800 ms

stimulus 5

800 ms

stimulus 6

800 ms

ISI

200 ms

ISI

200 ms

ISI

200 ms
ISI

200 ms

ISI

200 ms

Figure 2: Sequence with 6 serial spatial stimuli

visually by filling the corresponding squares with white color for

800ms and sonically using spatially congruent white noise with

sharp onsets and offsets (rectangular envelope) and a duration of

800ms. With this choice of stimuli we aimed on introducing as little

semantic content as possible. Auditory stimuli had a sound pressure

level of 56 ± 0.2 dB(A) at the participant’s position, measured suc-

cessively for each loudspeaker with an NTI XL2 using continuous

white noise at the same level as the bursts in the experiment.

3.4 Procedure

Each participant performed two sessions, one with visual and one

with audiovisual stimuli. Order (visual or audiovisual session first)

was counterbalanced among participants. Between sessions, partic-

ipants were given a break of at least 5 minutes.

Each session started with 4 training trials. Test trials followed.

Each session was partitioned in 4 blocks with 8 repetitions per block

for each sequence length. Sequence lengthswere randomizedwithin

blocks. There was a 2-minute break between consecutive blocks.

This resulted in a total of 2 (modality conditions) · 2 (lengths) ·

4 (trial blocks) · 8 (replications) = 128 trials per participant.

In each trial, participants were presented with a spatial sequence

of visual or audiovisual stimuli and were subsequently immediately

asked to serially recall it. All stimulus locations were unique, i.e.,

appeared once in each sequence (see Fig. 2).

Participants reconstructed the sequences by left-clicking the

respective (empty) squares in the recalled order. Squares lit up

and in multimodal trials white-noise was played on click as in

the presented sequence. A small number in the lower right corner

of the clicked squares indicated its serial position in the spatial

sequence as this was entered by the participant. Subjects could

undo their most recent left-click by right-clicking. When done,

participants clicked a button to confirm their response. Immediately

after, feedback (correct/false) was given. Participants then clicked

a button to continue with the next trial.

After the second session, participantswere asked about the strate-

gies they used for memorization. The whole experiment took about

70 minutes for one participant.

3.5 Results

We used the Bernoulli distributed dependent variable X describing

the success of the event łcorrectly recalled sequencež as an indi-

cator of serial recall performance. In the experiment, there were
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12 (participants) · 128 (trials per participant) = 1536 binary1 obser-

vations ofX . From these observations, we calculated proportions of

correctly recalled sequences dependent on the factors modality, se-

quence length and trial block, as well as Clopper-Pearson confidence

intervals for these pooled proportions (see Fig. 3).

A generalized linearmixedmodel [4]was fitted using R’s mixed()

function from the afex package [36]. Effects of the within-subjects

factors modality, sequence length and trial block and all of their

interactions on X were estimated in a likelihood ratio test (LRT).

The LRT showed that there is no significant main effect of the

modality factor on X (visual: 39.2% correct, audiovisual: 38.2% cor-

rect) at a significance level ofα = 0.05. As expected, the length of the

sequences clearly significantly affects the proportion of correctly

recalled sequences (df = 1, χ2 = 246.472, p = 10−16). Sequences

with a length of 6 items were recalled correctly more than twice

as likely as sequences with 8 items (6 items: 56.9% correct, 8 items:

21.4% correct, see Fig. 3a). There was no significant main effect of the

block factor. Interaction effects showed to be clearly non-significant,

except for the modality × block interaction, which is marginally

significant (df = 3, χ2 = 7.602, p = 0.055). This can be attributed

to the small improvement in performance over time (trial blocks)

with unimodal stimuli vs. no improvement with audiovisual stimuli.

We do not relate this marginal interaction to spatial memory and

do not discuss it further.

In order to draw a stronger conclusion concerning the hypoth-

esis that the modality factor has no effect, we additionally per-

formed a Bayes factor ANOVA using R’s anovaBF function from

the BayesFactor package [23, 26] on the proportions of correctly

recalled sequences in all subject-modality-length combinations. The

likelihood of a model without the modality factor was compared to

the full subject-modality-lengthmodel. The Cauchy prior was scaled

with r = 0.5 for the modality and length factors and with r = 1

for the subject factor (default values). Doing several simulations,

we received a BF01 around 3.3, which we interpret as moderate

evidence for the hypothesis that the modality factor has no effect.

Only one participant reported trying to use digits to memorize

locations and did not consider this strategy helpful. This suggests a

successful inhibition of verbal coding strategies and the utilization

of spatial features for task performance. Interestingly, many par-

ticipants reported on trying to use the łmelodyž they heard in the

noise burst sequence to perform the task or verify their judgments2.

4 DISCUSSION AND CONCLUSIONS

We conducted an experiment in order to find out whether audiovi-

sual (as opposed to purely visual) presentation of stimuli improves

performance in a serial spatial recall task.

The comparison of the mean proportions of correctly recalled

sequences in the visual and audiovisual condition (see Fig. 3a), as

well as the Bayes factor ANOVA result, suggests that in this particu-

lar experimental setup, serial spatial recall does not benefit from

presenting multimodal audiovisual stimuli. These findings could

1ł0ž (= failure) or ł1ž (= success)
2This phenomenon can be explained by spectral coloration due to the different locations
of the loudspeakers and room reflections. However, this strategy was not helpful, since
timbres at different positions were very similar and did not provide any meaningful
information.
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Figure 3: Graphical representation of proportions of cor-

rectly recalled sequences and 95%-confidence intervals

be explained by the lack of linked modality-specific components in

spatial memory as suggested by Lehnert and Zimmer [22].

An alternative explanation would be that the auditory informa-

tion on stimulus location was simply overwritten by the visual

one. According to the modality appropriateness hypothesis, visual

information dominates judgments of audiovisual stimuli location.

Despite a benefit in detection from an additional auditory stim-

ulus, no such benefit in the perception (and likely the memory)

of the location of the audiovisual stimulus can be expected. The

reported łmelodyž strategies (trying to use not the location but

other features from the auditory stimuli) support this explanation.

However, we cannot argue towards a specific explanation based on

this experiment.

While auditory stimuli were easily distinguishable, they were

still clearly harder/worse localizable than visual stimuli in this ex-

periment. Without artificial impairment of the visual localizability,

it is not possible to provide equal localizability for auditory and vi-

sual stimuli. Further research may investigate the effect of different

cognitive loads for auditory and visual localization on memory.

We conclude from this study that in such clear and undisturbed

scenarios, memorization of serial spatial events does not benefit

from adding spatially congruent sounds to visuospatial sequences.

Facilitation of detection and attention due to multimodal stimuli

did not improve working memory in this particular task. However,

the impact of multimodal stimulation on spatial memory needs to

be examined in more detail and in scenarios which manipulate the

cognitive load associated with the task using faster presentation

rates, distracting events, and spatially incongruent auditory stimuli.

In this connection, the effect of musical background of participants

should also be investigated. Such experiments could help to illumi-

nate the relationship between perceptive encoding and working

memory performance.
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